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I Introduction 
The physico-chemical description of the fluid state of matter has 
been accomplished in two steps separated by a significant time- 
interval. Gases were among the first systems to be studied in 
Physical Chemistry; it was possible to obtain an explanation of 
many of their properties in terms of intermolecular parameters - 
a well known case is the van der Waals equation of state.' On the 
other hand, the liquid phase proved more elusive and in fact the 
properties of solids had a firmer theoretical basis much earlier 
than those of liquids. It was only in the second half of this 
century that the theory of high density fluids showed significant 
progress, and this has been strongly accelerated in the past thirty 
years by the increasing capacity of computer simulation to deal 
with more complex sy~tems.*3~ 

In spite of this progress the behaviour of fluids in the 
thermodynamic region which surrounds the critical point are 
not so well understood. This thermodynamic region is essential 
in order to bridge completely the gaseous and liquid states of 
matter, and fluid systems in the neighbourhood of critical 
conditions are now attracting increasing interest. Critical phe- 
nomena had been studied before any successful molecular 
theory for liquids was a~ai lable ,~ but widespread study of near- 
critical behaviour has only occurred quite recently. The reason 
for its increasing popularity is related to the interest in using 
supercritical fluids as suitable reaction media for many pro- 
cesses, in particular for extraction and purification of thermally 
labile substances; they have also found wide acceptance as 
mobile chromatographic phases. The most appealing feature 
they exhibit is that their density may be varied in a continuous 
manner without the occurence of a liquid-vapour phase transi- 
tion. This feature allows the control of their density providing a 
means offine tuning intermolecular interactions, thus helping to 
optimize chemical processes. 

It is also true that fluids close to a critical point show a 
behaviour which is different from that of ordinary fluids, thus 
increased scientific interest has accompanied the recent interest 
in the application of these fluids. For the purpose of clarifying 
the scientific aspects of their behaviour, it is useful to consider 
the properties of subcritical fluid systems which are close to the 
critical region, but may undergo phase transition. Their study 
has shed light on the characteristic features of near-critical 
behaviour. 

The near-critical state of fluid matter is affected by an 
enhanced susceptibility (long-range effect) typical of the proxi- 
mity to the critical region, and by the fluids' lower density (short 
range effect). The main interest for the purpose of their appli- 
cations resides in understanding dilute solutions which are the 
most frequently used and which exhibit the most unusual 
behaviour. While this article was being written Tom and Debe- 
nedetti published5 a study of supercritical mixtures with a very 
similar approach which inspired and influenced the final version 
of the present review. We shall attempt to rationalize some of the 
observations in terms of intermolecular interactions and the 
resulting thermodynamic properties; this will be illustrated with 
some examples selected from the great number of practical 
applications. Some critical phenomena which occur very close to 
the critical point, e.g. critical opalescence, density stagnation by 
gravitational effects, etc. will not be considered in this work - 
they are relevant when inquiring into the behaviour observed in 
a thermodynamic region which is much closer to the critical 
points than the one considered in the present work. 

2 Critical State of Matter 
It is convenient to start by illustrating the critical phenomenon 
with the relatively simpler behaviour observed in a pure fluid. A 
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Figure 1 Liquid-vapour equilibrium illustrating the difference in par- 
ticle densities between equilibrium liquid and vapour phases. 

substance in the gaseous state at very low pressure is slowly 
compressed at temperature T ,  (Figure l), when its density 
reaches a certain value, p(g, T,),  two equilibrium states having 
very different densities become possible: (i) a low-density vapour 
having a large entropy content, but a relatively small (absolute) 
enthalpy since intermolecular interactions are weak because the 
average distance between molecules is relatively long;* (ii) a 
liquid phase of higher density p(1, Tl ) ,  having a consequently 
smaller entropy, the decrease in fluid entropy upon condensa- 
tion is compensated by a larger enthalpic contribution due to 
stronger interactions among molecules which are now much 
more closely packed. The substance is in two equilibrium states 
which are a compromise between the greater number of spatial 
Configurations (vapour phase) and an increase in attractive 
interactions (liquid phase). 

As the temperature increases it will be necessary to compress 
the vapour more before it can coexist with another fluid phase 
having higher density. Increasing the temperature reduces the 
enthalpic contribution because the ratio of intermolecular 
energy to average thermal energy decreases; hence it becomes 
more difficult for the dense phase to compensate the loss of 
entropy due to condensation with an increase in intermolecular 
interactions, and the difference in densities between the two 
coexisting phases is reduced. A temperature will be reached, 
called the critical temperature, T,, above which the system will 
not be able to generate another stable phase by a discontinuous 
change of its density - phase separation will not be possible. 

For vapour-liquid equilibrium at constant (T,p,,) the fluid 
density (or its molar volume V = p -  l )  has only two possible 
values which correspond to the densities of the phases in 
equilibrium, i.e. p(g, T , )  and p(1, Tl) .  In Figure 2 the isotherm T, 
illustrates the dependence of the Gibbs energy, G, with the molar 
volume at a temperature much lower than T, and atpSat. The two 
equilibrium states correspond to minima in G =A V) which are 
of the same depth; its curvature is a measure of the mechanical 
stability of the equilibrium states of the fluid, and is equal6 to 
- ( d ~ / a E ' ) ~  = (k'df)- l ,  where K F  is the isothermal compressibi- 
lity (susceptibility). At low temperatures the minima are sharp 
(small susceptibiIity) - the probability ofexistence of states close 
to, but different from, the minima is very low. The particle 
density exhibits only small deviations from its mean equilibrium 
values (fluctuations) which are only appreciable within the 
molecular range; they are averaged out when larger (macro- 
scopic) scales are considered. As shown in Figure 2, closer to the 
critical region the minima in G( V) become closer to each other 
and the height of the barrier separating them and the curvatures 
at the minima are significantly reduced. As a consequence, 
density fluctuations become more important and they persist 
beyond the immediate molecular region. The size of the Auctuat- 
ing domains, the correlation length 5,  becomes increasingly 

* The fluid packing fractions, Le. the fraction of space occup~ed by the 
molecules, is typically 0.5 for iiquids near their triple points and 50.05 for 
vapours, 

Figure 2 Gibbs energy of a pure fluid as function of its molar volume at 
constant T,p. The minima correspond to the states of equilibrium. 
Temperatures as in Figure 1 .  

bigger as thecritical point is approached.+ In Figure 2 the critical 
isotherm illustrates the fact that at the critical point the curva- 
ture of G is zero, its susceptibility becomes infinite, and the state 
has only marginal stability. 

The important role of long-range fluctuations in critical 
phenomena cannot be overemphasized. A spontaneous local 
density fluctuation in a fluid may be construed as the response of 
that region of the fluid to a local pressure perturbation. Since at 
the critical point the fluid's susceptibility is infinite, the system 
responds strongly to perturbations. Thus a local pressure change 
will affect all the system, because at the critical point fluctuations 
have an infinite range, i.e. all the molecules in the fluid are 
correlated and the correlation length becomes infinite. Far from 
the critical point a perturbation which takes the fluid away from 
an equilibium state will be strongly resisted according to the laws 
of Thermodynamics (Le Chatelier principle). Close to the criti- 
cal region the fluid will be in a state highly indifferent to 
molecular configuration, this at the expense of thermodynamic 
stability which is strongly reduced, hence intermolecular inter- 
actions will be expected to affect the macroscopic properties 
differently . 

Macroscopic properties in this region reflect the presence of 
all-scale fluctuations. Analytical mean-field equations are 
unable to describe the observed critical behavi~ur.~ The strategy 
to formulate the state of the system is a step-by-step renormali- 
zation which leads to a rescaling of all spatial vectors averaging 
out fluctuations over increasing length scales, from molecular 
microscopic to macroscopic. The dimensionalities of the spatial 
and order parameters enter into the theoretical calculations 
determining what is known as the universality class of the critical 
phenomena. One-component systems at the liquid-vapour criti- 
cal point and binary mixtures at liquid-vapour or liquid-liquid 
consolute points, belong to the same universality class, hence 
these systems exhibit the same behaviour while approaching a 
critical point. 

3 Mixtures 
For the description of the critical behaviour of mixtures it is 
convenient to classify the thermodynamic variables into: densit- 
ies, which are extensive quantities having different values in the 
two coexisting phases, like entropy, volume, enthalpy, density, 
or composition; and fields, which are intensive quantities having 
the same value in both phases at equilibrium, like pressure, 
temperature, and chemical potential. Griffiths and Wheelers 
established a convenient generalization of the divergent behav- 

The phenomenon known as critical opalescence, which occurs very CIOW to T,, 
indicates that the fluctuating domains have the size of the wavelength of visibie 
hght. 
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iour of thermodynamic quantities in terms of fields and densit- 
ies. Thus, at the critical point the partial derivative of a density 
with respect to a field will diverge strongly if the path along 
which the differentiation is made is defined only in terms of 
constant fields; it will diverge weakly (i.e. noticable only very 
close to the critical point) if one density is kept constant; it will 
not diverge if more than one density is fixed along the path. 
Other differential quotients can be reduced to the above in order 
to ascertain whether they are bound when approaching a critical 
point. 

The thermodynamics of solutions at temperatures close to the 
solvent’s triple point is usually described in terms of partial 
molar properties Xi, i.e. derivatives of a density Xwith respect to 
the number of moles of component i at constant fields (tempera- 
ture and pressure). The solute’s partial molar properties at 
infinite dilution may be expressed by, 

where Xt is the molar property of the pure solvent. For dilute 
solutions, which are the most important systems for applications 
of near-critical fluids, partial molar quantities are dominated by 
the properties of the highly susceptible near-critical solvent. 
According to the criterion of Griffiths and Wheeler, (dX?/dp),in 
equation 1 will diverge strongly, while the other factor will tend 
weakly to zero as the critical point of the solvent is approached. 
Consequently all infinite dilution (standard) partial molar 
properties of the solute will diverge strongly at the solvent’s 
critical point; this is a universal feature of dilute solutions in the 
neighbourhood of the critical point. On the other hand, the sign 
and amplitude of the divergence are determined by the solute- 
solvent molecular interactions relative to the solvent-solvent 
interactions as given by ( a p / a ~ ) ? ~ .  

The origin of this divergence can be better understood by 
remembering that represents the change in X at constant 
(p, 7) when one solute molecule is added to the solvent. Equation 
1 divides this process into two steps, which we shall illustrate for 
the case X = V.  First an exchange of solvent by solute molecules 
occurs at constant V,T which will give rise to a change of 
pressure [term (ap/dx)ET in equation 11, in the second step the 
pressure is returned to the initial value. If the system is very close 
to the critical point, whilst the quantity (ap/ax)FT will not be 
substantially different from the values it had far from the critical 
region, the volume change required to bring the system back to 
the initial pressure will be very large because (aVf /ap )T  in 
equation 1 will diverge near the solvent critical point according 
to the rules of Griffiths and Wheeler. Figure 3 depicts schemati- 
cally the divergence observed when X =  V for a non-volatile 
solute; it also gives (ap/ax)zT as function of p. 

One of the most unusual features of near-critical solutions is 
the path dependence of the partial molar properties. It was 
shown experimentallyQ that the limiting values of the partial 
molar volume of SF, (solvent) is - 230 cm3 mol- when its 
critical point is approached along the critical curve of the binary 
mixture with co, (solute), while the critical volume of pure SF, 
is 198 ~ m ~ m o l - ~ .  Moreover, when the extrapolation to the 
critical point was made along the isothermal-isochoric path, it 
was found that V ,  = - 40 cm3 mol- l .  The path dependence of 
the limiting value of the solvent’s partial molar volume may be 
understood, within the classical description, if the Helmholtz 
energy of the system, A( V, TJ) ,  is expanded in a Taylor series in 
ST, 6 V, and x, the differences of the variables from the values at 
the solvent’s critical point. Thus, O 

Figure 3 Near-critical behaviour of V: (full curve) and (ap/ax):y 
(dashed curve) as function of the fluid density. 

Here we have adopted an abridged notation for the derivatives 
of A( T, V, x), the subscripts indicate the variables of differentia- 
tion. From equation 2 it is obvious that Vl -+ V,, whenever the 
limit x -+ 0 is taken first. But, along the isothermal-isochoric 
path the limiting value V,(T, , ,pcl ,x-+O) = V,, + A$JA;V, 
which is different from the critical molar volume of the solvent, 
VC1. In general, only those paths that approach the critical point 
of the solvent with an x dependence weaker than x1 will lead to 
non-anomalous limiting values of solvent’s partial properties. 
All other paths, including the critical line and the critical 
isotherm-isochore, will show different limiting values of the 
solvent’s partial molar properties from Xt... 

To illustrate this characteristic of near-critical behaviour, 
Figure 4 depicts the dependence of the molar volume on the 
solute’s concentration x at T,, and different pressures. The 
example corresponds to a solution of a volatile solute in a near- 
critical solvent. The path [ (ST ;6V)  = 01 corresponds to the 
horizontal line V = V,,. For each isobar the tangent of the (V, x) 
curve at the point 6V = 0 is shown in the figure, the intersections 
of these lines with the two pure component axes give the partial 
molar volumes at ( x ,  6T = 0,s V = 0). Figure 4 illustrates the fact 
that when x -+ 0 the partial molar volume of the solute diverges, 
while V l ( x )  reaches a constant value that is different than the 
critical molar volume of the pure solvent. 

V 

Vcr 

Figure 4 Molar volume of a dilute binary mixture at T,, as function of 
the composition. The curves represent isobars. A is the value obtained 
for V :  at the critical point following an isothermal-isochoric path. 

4 The Dissolution Process 
The dissolution process of solids, liquids and gases may be 
conveniently discussed jointly if solutes in condensed phases are 
first considered to vaporize at the equilibrium pressure, p;. The 
first step is accounted for by the enhancement factor, 8, which 
gives the ratio of the actual solubility in the fluid to that in an 
ideal gas phase (ideal solubility). Thus, 
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Perturbation models2*’ provide a very convenient physical 
description of the dissolution of ideal gaseous substances in 
fluids because they relate, in a simple way, molecular parameters 
to thermodynamic properties; however they do not always give 
the most accurate quantitative description. According to pertur- 
bation theory12 (cf: scheme in Figure 5 )  the dissolution of 
gaseous substances in fluids may be divided in two steps: (i) A 
cavity is opened in the fluid to host the solute molecule, 
considered at this stage to be a hard body having no attractive 
interactions with the solvent. (ii) The attractive solute-solvent 
interactions are switched on. Adding both contributions, the 
change in chemical potential when the solutes go from ideal gas 
to infinitely dilute solution may be calculated. Step (i) makes a 
positive contribution to the change of solute chemical potential 
upon dissolution, while step (ii) contributes a negative term. 

I ’  - .. 
11 

Figure 5 Schematic representation of the dissolution process. Steps (1) 
and (ii) illustrate the perturbational model. The circles represent 
solute particles; they are shaded when attractive interactions are 
switched on. 

Thus the perturbation model separates the repulsive contribu- 
tion due to the solvent structure [expressed in terms of its 
packing fraction, 7, in step (i)], from that due to solute-solvent 
attractive interactions described in step (ii). Both contributions 
to dSo1H are the product of the solvent’s expansivity and a 
function of 7; while d ,H > 0 is a strong function of 7, d,,H < 0 
depends directly on the solvent-solute interactions and less 
strongly on 7. It is interesting to compare the features exhibited 
by the dissolution process when the fluid density (i.e. 7) changes 
from that of a liquid to that of a gas through the near-critical 
state. For liquid and solid solutes dSolH contains the contribu- 
tion of the enthalpy of vaporization which is the dominant 
contribution when the solvent density is very low. 

4.1 Solvents at their Triple Point 
Liquids typically have 7 N 0.5 close to their triple point, water 
being a notable exception. The perturbation model tells us that: 
Step (i) Local density fluctuations are very small and opening a 

cavity in the liquids demands the expenditure of much work. 
This step leads to a large positive contribution to the solute’s 
chemical potential (resistance to dissolution). Thus Alp > 0 
and A,H > 0. Fluids like water, having a very weak depen- 
dence of density on temperature close to the triple point, are 
exceptional because then the enthalpic contribution of step (i) 
is very small. 

Step (ii) For all solutes the attractive interactions involved in 
this step contribute terms which facilitate the dissolution (i.e. 
Allpe < 0 and d,,H < 0); however their magnitude depends 
critically upon the intermolecular solute-solvent interactions. 
The triple point dissolution picture is the one that we are most 

familiar with. It seems natural to expect the solubility of a solid 
solute not having very strong interactions with the solvent, e.g. 
naphthalene or Cl, in CCl,, to increase with temperature 

because in these fluids d,,lH is dominated by the positive term 
A,H, to which for solids and liquids dVapH, another positive 
term, should be added. 

4.2 Solvents with Gas-like Density 
These systems typically have 7 < 0.05. The perturbation model 
gives: 
(i) Since the fluid has very low density the probability of opening 

a cavity to locate the solute will be large, consequently this 
repulsive term will be very small. 

(ii) Although this contribution is smaller than for triple-point 
liquids, it is of the same nature; the number of solvent 
molecules surrounding the solute has decreased significantly 
and the average solute-solvent distance has increased. Both 
effects will reduce the magnitude of this term compared with 
that in triple-point fluids. 

Thus at gas-like density the dissolution of gaseous solutes and 
the enhancement factor for liquids and solids will be dominated 
by step (ii), i.e. Alp + dllp will decrease with increasing tempera- 
ture. For solid solutes, the term, dva,Hwill cause a change in the 
sign of the enthalpy of dissolution at low densities, generally 
around 7 N 0.1.13 

4.3 Near-critical Solvents 
If the solvent were not in a region of high susceptibility, the 
expected behaviour would be intermediate between the two 
cases discussed previously (7 is close to 0.15, the critical packing 
fraction). The perturbation model indicates: 
(i) Its contribution to the chemical potential of the solute will be 

similar to that in a fluid far from the critical region having the 
same packing fraction. d ,H,  although positive as in the two 
other cases, will be dominated by the divergence of the 
solvent’s expansivity and will tend strongly to infinity. 

(ii) dnp will be also intermediate between that for the high and 
that for the low density fluids, but d,,H will diverge to - co 
due to the dependence of the solvent density on the 
temperature. 
For near-critical fluids d,,lH = dVapH + d ,H + A,,H N 

A,H + d,,H will depend on the relative weight of the attractive 
and repulsive interactions: typically solids and liquids will show 
negative values d solH in near critical solvents, while for gases 
they will be positive. In either case the absolute values of AH are 
anomalously large. 

Figure 6 depicts the change with temperature of the isobaric 
solubility for a solid in the three density regions. When p: is close 
to pCl the temperature dependence of the isobaric solubility is 

In x 

Gas-like 
behaviour 

Near-critical 
behaviour T 

Figure 6 Scheme of the temperature dependence of the isobaric solubi- 
lity of a solid solute throughout the three fluid regions. 
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complicated because a change in temperature at constant pres- 
sure will strongly affect pT and the solute properties are domi- 
nated by the solvent density, thus the solubility will decrease 
with increasing temperatures for near-critical conditions imply- 
ing that d,,,H < 0. The change of sign of dSo1H with pf does not 
imply a change in the nature of the solvent-solute interactions 
with density, it is due to the strong density dependence of the 
enthalpy of cavity formation. On the other hand, for a solid 
solute an increase of temperature at very low density must lead 
to an increase of solubility because the solute's vapour pressure 
increases. 

According to equation 1, the thermodynamic description of 
near-critical behaviour in dilute solutions may be conveniently 
formulated in terms of a contribution related to the solvent's 
susceptibility which tends to diverge, and contributions arising 
in the specific solute-solvent interactions. The latter are gov- 
erned by ( a p / a x ) ; ,  a quantity whose sign reflects the volatility 
of the solute compared to that of the solvent and does not 
diverge; moreover this important quantity is directly related to 
VF and SF; thus equation 1 gives for X = A ,  

4.4 Microscopic Interpret ation 
An imaginative, albeit somewhat misleading terminology has 
been coined to describe the not-to-be-expected behaviour of 
solutions, including near-critical behaviour, e.g. hydrophobic 
hydration, frustration effect, charisma, critical clustering, and 
critical local-density enhancement. This terminology frequently 
reflects our lack of a thorough understanding of the phenomena. 
In particular, the unusual behaviour of near-critical systems 
have stimulated speculation about the meaning of partial molar 
properties diverging to plus or minus infinity; a dramatic change 
of solvent density around the solute molecules has been pro- 
posed to explain it. 

In order to inquire into the structure of the solutions it is 
important to use the pair distribution function go{r; T,p), a 
quantity which is central to modern theories of liquids.lS 
giJ{r; T, p)  is proportional to the probability of finding a particle i 
at a distance r from particlej. As indicated in Figure 8 it contains 
the short-range structural information typical of a liquid. This 
figure also shows gj,{r; T, p) for a gas and for a crystalline solid. 

which by proper differentiation yields, 

where a;1 is the isobaric expansivity of the solvent. Equation 5 
shows that it is important to measure V y  since it is only related 
to the two factors which model the behaviour of dilute near- 
critical solutions. According to equations 4-6 thermodynamics 
leads naturally to a separation of the diverging factor from the 
well-behaved factors which contribute to the properties. Figure 
7 illustrates the effect of intermolecular parameters upon V y /  
V ,  at different densities calculated with the Percus-Yevick 
approximation. l4 It may be observed that the sign of the partial 
molar volume of the solute changes with solvent density, more- 
over at low density VT becomes more negative for bigger 
solutes, as discussed below (cf equation 10) this is a typical gas- 
like feature. 

r/a 

Figure 8 Pair distribution functions for gases (a), liquids (b), and solids 
(c>. 

The gas has no structure whatsoever, while the solid shows a 
structure extending throughout the crystal. The solute-solvent 
pair distribution function may be divided into two terms. 

0 
* 
2 

8% 
LL 

- 50 
\ 

I I I 
2 4 

Figure 7 (V,"/V3 against the ratio of solute to solvent intermolecular 
energies (e2Jc1 
(p:/p, 
(o~z/all): 1.5, 0; 1.0, Ai0.5, 0. 

2.4, full curves; 1.05, dashed curves. 

The first factor is related to the interaction of the two particles in 
V ~ C U O  while y1 2,  known as the cavity distribution function, 
reflects all indirect interactions between particles 1 and 2, and 
will be strongly dependent on fluid density. When the fluid 
density goes to zero, 

(cf. Figure 8a) and the cavity distribution function becomes 
unity, the whole process of dissolution from the gas phase will 
then be dominated by the attractive solute-solvent interaction 
energy. For dilute gaseous mixtures this is conveniently reflected 
by the cross second virial coefficient, B12, which is related to the 
intermolecular solvent-solute interaction energy by, 

Hence B ,  is related to the pair correlation function in the limit 
of vanishing total density where indirect correlations between 
molecules 1 and 2 are negligible. 

Second virial coefficients may be expressed in terms of the 
reduced temperature T, = kT/clZ by,16 
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For slightly volatile solids Bf2 will be negative because of the 
strong solute intermolecular energy,i.e. low TR. Since according 
to equation 10, B , ,  is proportional to the cube of the solute- 
solvent contact length, uI2,  it will be more negative for larger 
solutes. This gas-like feature is already observed at near-critical 
densities, as illustrated by Figure 7. 

Pair distribution functions facilitate distinguishing between 
long-range effects, which cause the enhanced susceptibility in the 
near-critical fluid, and short-range effects shaped by the inter- 
molecular interactions plus the decreasing fluid density. Many 
thermodynamic properties are related to integrals which contain 
the pair correlation function,l7 so they will tend to diverge when 
gJr) has a long-range tail. This situation has frequently been 
interpreted as a very large excess or defect of solvent molecules 
around the solute particle, but really there is no evidence of 
critical clustering around the solute. Figure 9 shows the total 
correlation function h,,{r) = (g,(r) - 1) for a model Lennard- 
Jones mixture according to the Percus-Yevick approximation. 

1 2 3 4 

Figure 9 Total correlation functions against the distance from a solute 
molecule. Lower curves, i = 1; higher curves, i = 2. The inset gives the 
quantity I(r) = r2h12(r). 
(p*/ 1 P C l  ) is 0: -, 0.33: -.-.--, 1.02: ----, 1.33: - - - - -. 
c2Z/elI=2.0;  uz2/u11= 1.5; kT/cl l= 1.36; TIT,, = 1.031 

It is evident that the number of first neighbours of the solute is 
not too much affected by the vicinity of the critical point, its long 
range tailing-off being its most notable feature and the reason 
for the divergence of the integral of h,{r) taken over all the 
system. 

For the case of gases, i.e. (p: + 0), h,,-(r) has a single peak and is 
short-ranged, according to equation 9 its integral is equal to 
- 2B,. As the density increases, indirect interactions become 
more important, giving rise to an incipient increase of h,jr)  
beyond the first peak, as shown in Figure 9. The fact that the first 
peak of h22(r)  is higher than that of h12(r )  is due to the stronger 
solute-solute interactions. 

The relative excess fraction of particles i surrounding a central 
j molec~ le , f e~ ,~  is a relevant quantity to establish the existence 
of critical clustering, it is defined by, 

0.0 - r----l 

0.0 - 
PI'% 

0.0 0.5 1.0 1.5 

Figure 10 fii as function of the reduced density. Full symbols, first 
neighbours; open symbols, second neighbours. 

Figure 10 shows the effect of solvent density uponfy for two 
different choices of R,,,: (a) corresponding to first neighbours 
(I?,,, = u,/2 + uJ, and (b) also including neighbours separated 
by a solvent molecule. As illustrated in Figure IO,f',' passes 
through a sharper maximum for the (2-2) case than for (1-2); the 
(1-2) interaction does not even show a maximum for the smallest 
value of R,,,. For the (2-2) case, the maximum occurs at a 
density lower than the critical density, reinforcing the conclusion 
that the short-range microstructure is not coupled with the long- 
range critical fluctuations. 

The maxima in the curves are due to indirect interactions, 
hence an incipient manifestation of a characteristic feature of 
dense fluids. Since the solute or co-solvent+ molecules have 
E , ~  > c12, at low density fi; as the solvent density 
increases, its molecules will occupy positions close to the central 
solute. The solvent moiety surrounding the central solute parti- 
cle provides a region where more solute or cosolvent may be 
preferentially attached. This incipient microheterogeneity can 
explain the role of co-solvents in enhancing the solubility of 
solutes. 

5 Near-critical Behaviour of Dilute Solutions 
From the discussion in the preceding sections, a general picture 
of the critical state of dilute solutions emerges. Anomalies in the 
susceptibility of the pure solvent, (e.g. ~f~ or C;,) driven by 
long-ranged, long-lived fluctuations which reflect the solvent's 
critical state, produce diverging partial molar properties of 
dilute solutes. A short-ranged microstructure, which depends 
upon the solute-solvent interactions is superimposed on the 
long-range fluctuations. 

Statistical thermodynamic models, which were very successful 
in describing the properties of liquids and gases with the proper 
physical insight, have difficulties in including the effect of long- 
range fluctuations for the correct description of the thermodyna- 
mic properties of near-critical systems. However, for the basic 
understanding of the processes which occur and for the design 
and control of several technological applications, a correct 
description of supercritical fluids is of fundamental importance. 

5.1 Asymptotic Behaviour 
Most of the processes involving supercritical fluids occur in 
dilute solutions subjected to phase and/or chemical equilibria: 

+ The co-solvent is a substance added to increase the solubility of the solutes at 
concentrations which usually are close to 1 % 
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extraction, chromatography and chemical reactions in supercri- 
tical fluids. Equation 4 shows that the solute and the solvent 
chemical potentials are related through the derivative of the 
Helmholtz energy with respect to composition, A,. The solute's 
chemical potential may be expressed by, 

p,(T,p,x) = p:(T,p) + RTlnxy, = &(T) + R T l n e  

(12) 
P" 

where G2 and y2  are the solute's fugacity and activity coefficients 
respectively. The solute's standard state may be chosen either as 
the ideal gas, p;( T), or as the infinitely dilute (Henry) solution, 

Since near-critical systems show unusual behaviour it is 
extremely helpful to have exact asymptotic relationships as 
guides for the description of the properties in the neighbourhood 
of the critical point. For this purpose A, in equation 4 is 
expanded in a Taylor series around the solvent critical point 
(classical description). O Thus pF( T,p)  is given by, 

p; ( T, PI. 

Even in the critical region p t  is a well-behaved function, hence 
when the path is isothermal or corresponds to the coexistence of 
two phases, the leading term in the expansion is the 6 Y term and 
an asymptotic linear dependence of p; on solvent volume or 
density results, 

The validity of this expression for the description of the liquid- 
vapour phase equilibrium in dilute solution has been tested with 
the solute partition constant, K z ,  defined by, 

where y is the solute mole fraction in the vapour phase. The 
condition for liquid-vapour equilibrium p2(1) = p2 (v), deter- 
mines that 

RTln K: = pT(1) - pT(v) 

which, combined with equation 14, yields 

RTlnK: = - *[pf(l) - p:(v)] (15) 
Pc 1 

or the asymptotically equivalent expression, 

RTln K," = - ?!k[p:( l )  - pel] 
Pf l  

For several binary systems, equation 16 was shown to apply 
over an unexpectedly wide temperature range. Figure 11 shows 
that the linear relationship between TlnKg and [pf(l) - pel] 
holds over 150 K for some aqueous systems. The range of 
validity of the linear equation 16 will depend on the magnitude 
of the solvent-solute interactions, i.e. on A:, = - (C?~/C?X);~; 
the approximation of using only the first term in expansion 13 
will be more valid when the pressure change with composition is 
bigger. 

It should be noted that equation 14 correctly predicts that the 
standard partial molar volume and entropy of the solute (equa- 
tions 5 and 6) will diverge at the critical point of the solvent 
similar to the derivatives of pf with pressure and temperature. 
The sign of the divergence will be that of - A:,. Equation 14 can 
also be used to describe the asymptotic solubility of solids in a 
near-critical solvent. In that case, phase equilibrium implies 
that, 

P H S )  = P2W) 

0 10 20 30 
Figure 11 T In K," against the (pl(f) - pel) for the partition of N, 

between liquid and vapour HzO. Experimental points from ref. 19. 

and 

p; + RTlnf!) +I" V:(s)dp = p:" - *Cp(f) - p,,] + RTln(x7,) 
Pc 1 

P: 

wheref: is the fugacity and V:(s) the molar volume of the pure 
solid. For dilute solutions (sparingly soluble solids) 
y2(x  -+ 0) = 1 and the last term in the left-hand side member may 
be neglected, and the solubility can therefore be expressed as 

RTlnx = (& - p;") + RTln 1 + !$b(l) - pel] 
Pel 

where byflT) we denote a well-behaved and slowly varying 
function of the temperature. On the other hand, from equation 3 
we have, 

RTlnd = (p; - p;") f *b(f) - pel] + RTln 
PCZ 

Once more the second term dominates and for non-volatile solid 
solutes in common solvents A:v > 0, hence the solubility and d 
increase with increasing solvent density. This is illustrated in 
Figure 12 for the system Xe-I,.20 Solutes with large ,4iV appear 
to be more soluble, but the contribution of its vapour pressure, 
given in equation 17 byf:, may dominate the magnitude of the 
relative solubility of different solutes. This is not the case for d 
which will always increase with A&. Equations 17 and 18 show 
that in a near-critical solvent the solubility and the enhancement 
factor are well-behaved functions of the solvent's density albeit 
strongly affected by changes in pressure and temperature. In 
other words, because supercritical fluids are very compressible, 
small changes in pressure result in large variations of their 
solvent power. A relatively high dissolution capacity and strong 
response to external perturbations are two important features of 
solutes in supercritical fluids. 

Figure 12 In 8 for I2 against the reduced density of xenon. Full curve, 
isothermal run (TIT,,) = 1.031; dashed curve, isobaric run 
(PIPCl) = 1.23. 
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6 Chemical Reactions in Near-critical Fluids 
Critical phenomena, characterized by a high susceptibility due 
to long-lived, long-ranged fluctuations, can strongly influence 
chemical kinetics and equilibrium. The effect on the kinetics of 
reaction could be expected to be twofold. Critical phenomena 
are characterized by a slowing down of most transport proper- 
ties,, 1 , 2 2  hence reaction rates may drop to zero at a critical point. 
On the other hand, near-critical dilute solutions exhibit anoma- 
lies in the temperature and pressure dependence of the reaction 
rate constant k which are related to the enthalpy and volume of 
activation respectively. 

The first effect21 would be related to the fact that near a 
critical point the rate of equalization of the density (concent- 
ration) gradients by diffusion is markedly reduced. Since the 
driving force for diffusion, (dplax)),, is very small (it actually 
equals zero at the critical point) the system becomes indzflerent to 
changes in density (concentration) near a critical point.,, When 
the reaction occurs at constant fields this would reduce the rate 
of reaction, which is proportional to the restoring force ( a d / a g )  
defined in terms of the affinity at’ = - 

The second effect has been observed in many dilute near- 
critical systems. Examples are the decomposition of a-chloro- 
benzyl methyl ether in 1-1 difl~oroethane,~ where, even 16 K 
away from the solvent critical point, the rate constant increased 
20 times when the pressure changed from 4.5 to 6.9 MPa, 
implying an activation volume of - 6.0 dm3mol- l ;  or the spin- 
exchange reaction between very dilute nitroxide free radicals in 
C2H, close to the diffusion limit, where the rate constant 
decreases by a factor of 4 to 5 when pressure increases from 4 to 5 
MPa (activation volumes of 7.5 dm3mol- 1).24 

The effect of criticality on chemical equilibrium is better 
understood. For example, the chemical equilibrium condition 
when p changes along an isothermal path is, 

vlpl. 

where, together with T, other variables denoted by Y may be 
kept constant. The pressure derivative of the equilibrium extent 
of reaction is then, 

Equivalently, for the isobaric path 

There are two possible reasons for (dg/ap)& (or (d(/dT)i+) to 
diverge: 

c v l V ,  = d , V ( ~ v , S ,  = d,S) may diverge. If the reactants and 
the products are at  infinite dilution in a near-critical, almost 
pure, solvent, V, and S, will diverge to plus or minus infinity 
(depending on the interaction with the solvent), making 
d,Vand d,S diverge. This effect has been reported extensi- 
vely. As an example, the equilibrium constant for the 
tautomerization of 2-hydroxypyridine into 2-pyridone in 
1,l -difluoroethane at 6T = 16 K increased by a factor 2 due 
to a pressure change from 4.5 to 5.9 MPa (volume change of 
reaction - 1.4 dm3mol - 1).2 * 

If the change in pressure occurs while none of the other Y 
variables that are kept constant are densities, then ( a d /  

tends to zero while the critical conditions are 
approached. In the case of binary mixtures in a single phase 
having 3 degrees of freedom with frozen chemical equili- 
brium or 2 degrees of freedom if equilibrium is allowed, 
only one variable needs to be fixed, the temperature. In that 
case, divergence of the isothermal pressure dependence of 
the extent of reaction should be observed only under 
conditions where criticality can be encountered for this 
system, i.e. at the critical point. For systems having three or 
more components, additional variables need to be fixed; 

only those paths corresponding to constant activities (or 
chemical potentials) are expected to exhibit strong anoma- 
lies. To date there is no reliable evidence of strong anoma- 
lies in multicomponent systems. Weak anomalies have been 
reported, e.g. for the degree of dimerization of NO, near 
the liquid-liquid critical point of the solvent system per- 
fluoromethylhexane-carbon tetrachloride, the observed 
effect being very small (about 4%). 

7 Some Applications of Near-critical Fluids 
The peculiar combination of equilibrium and transport proper- 
ties which has been described, constitutes the reason for the 
successful applicaton of supercritical fluids in many processes. 

7.1 Supercritical Fluid Chromatography (SFC)27 
Gas chromatography is not well-suited for the separation of 
thermally unstable compounds or of non-volatile solids which 
have a very low concentration in the gas phase. On the other 
hand, high-performance liquid chromatography has the disad- 
vantage of a poorer resolution because the higher liquid visco- 
sity restricts the length of the columns and the low diffusivity 
implies wider chromatographic peaks. In SFC, the solute parti- 
tions between a mobile supercritical fluid phase and a stationary 
phase. The distribution coefficient, and therefore the retention 
time, will depend smoothly on the density of the supercritical 
fluid and the separation of solutes can be performed by controll- 
ing this variable easily. Other chemical parameters, like the 
presence of co-solvents, may be manipulated to improve the 
separation performance in SFC. 

7.2 Supercritical Fluid Extraction (SFE)** 
This is another technological application that takes advantage 
of the strong Tandp dependence of the solubility in near-critical 
solvents. In this process the solvent fluid changes its density and 
consequently its capacity for dissolution. The adjustment of the 
thermodynamic variables (temperature, pressure, or co-solvent 
concentration) can result in changes of orders of magnitude in 
the solubility as the density changes between the stages of 
dissolution and that of separation, thus improving extraction 
yields. Reprecipitation of extracted products can be achieved 
easily and with fine control of the variables to facilitate the 
separation steps. 

The two best known examples of technological application of 
SFE, are the extraction of caffeine from green coffee beans and 
of hops in the beer industry. Also becoming increasingly import- 
ant are the extraction of essential oils (terpenes among the more 
soluble), natural flavours, and fragancies. These are mostly em- 
ployed by the food and pharmaceutical industries. It is also used 
to eliminate impurities and regenerate activated charcoal filters. 

In most of these processes of SFE the solvent employed is CO, 
since it is neither toxic for industrial manipulation nor contains 
hazardous impurities which might be incorporated into the 
purified products. Moreover CO, is environmentally safe. Its 
critical temperature is close to room temperature (304.2 K), an 
important advantage for processes applied to thermolabile 
substances, it is inexpensive and non-flammable. The use of co- 
solvents, can greatly improve the selectivity and efficiency of the 
SFE process. 

7.3 The Synthesis of Fine and Ultrafine Powders 
This process takes advantage of the very large difference in 
solvent power of near-critical fluids produced by moderate 
changes in its temperature and pressure. It is similar to SFE, but 
the interest is now centered in the reprecipitation stage: a 
supkrcritical solution is suddenly expanded as it flows through a 
nozzle and during its expansion the fluid may attain supersonic 
velocities. The abrupt reduction of the medium’s solvent capa- 
city leads to the formation of very small monodisperse particles 
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of solid solute A good control of the pre- and post-expansion 
variables (pressure and temperature) and of the solute concent- 
ration determine the size and morphology of the crystalline or 
amphous solids that precipitate The technological appli- 
c a t i o n ~ ~ ~  of this new process are oriented towards very specific 
areas, like biotechnology (production of bioerodible polymeric 
microspheres and microparticles for controlled drug release) or 
materials science (production of ultrafine ceramic precursor 
powders, pure or intimately mixed) 

7.4 Use of Near-critical Fluids as Media for Chemical 

Diffusion-controlled reactions exhibit reaction rates several 
orders of magnitude higher than in normal liquids because in 
supercritical fluids typical viscosities are around 0 01 mPa s, I e 
one hundred times smaller than that of typical liquids The 
advantage of supercritical fluids arises from the combination of 
liquid-like solvent capacity (higher concentration of reactants) 
and gas-like transport properties (higher rate constants) More- 
over rate constants may be strongly modified by moderate 
changes of the state variables 

Not only the kinetics of the reactions can be precisely 
controlled in supercritical fluids, equilibrium properties aIso are 
strongly affected by the solvent conditions For reactions having 
more than one possible reaction path involving different pro- 
ducts, the change In the solvent properties will affect the type of 
intermediate species which are formed by reaction, thus modify- 
ing the yield of the various possible products This feature is 
dramatically enhanced when the supercritical fluid solvent is 
water 30 as solvent density is increased, the increasing dielectric 
constant preferentially stabilizes ionic intermediate species over 
radicals, with the concomitant change in the reaction mecha- 
nism Examples can be found in the pyrolysis of coal model 
compounds and in the processes of catalytic and non-catalytic 
oxidation and dehydration in supercritical water 

Other technologically interesting processes of chemical reac- 
tions in supercritical fluids include enzymatic reactions (like the 
oxidation of steroids, virtually insoluble in liquid water, in 
supercritical CO,), oxidation of hazardous materials in super- 
critical water, and catalysed heterogenous reactions, where the 
catalyst deactivation can be avoided by the interplay of solva- 
tion power and mass-transfer properties 
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